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Abstract: Blockchain is gaining attention as a technology to support cryptocurrency. However, one of the problems
in using blockchain is the consumption of communication resources. It is caused by that the information received by
a node can be delivered to the same node more than once through different neighbors. In this paper, we propose a
method to reduce duplicate messages in a blockchain network by applying Plumtree algorithm. Through simulation
experiments, we confirmed that the number of messages can be reduced by more than 70% when block propagation is
simulated up to 50 blocks.
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1. Introduction

The distributed ledger technology represented by blockchain
is a system in which participants share records and keep being
difficult to tamper with them. It is known for its applications in
virtual currencies and financial services such as Bitcoin [1]. The
Ministry of Economy, Trade and Industry (METI) estimates the
Japanese market size for blockchain to be approximately 67 tril-
lion yen [2]. In a typical blockchain, such as Bitcoin, a large num-
ber of nodes randomly interconnect to form a Peer-to-Peer (P2P)
network. Each node broadcasts information to all other nodes
in the P2P network. It is conducted in a flooding manner, i.e.,
a node that receives the information forwards it to the neighbors.
As a result, information that has already been received may be re-
ceived multiple times through different neighbor nodes, resulting
in excessive consumption of communication resources.

In this study, we aim to solve the problem of communica-
tion resource consumption in the Bitcoin network by using the
Plumtree algorithm [3], which is known as an efficient broadcast
method.

This paper is an extended version of our previous work [4] pre-
sented in IEICE ICETC 2021. The differences include the calcu-
lation of the message breakdown and the evaluation by simula-
tion of a case in which the number of blocks is set to 50 and a leaf
node generates a block. Additional experiments and discussion
of related works are also included.

2. Related Work

There are several existing studies aiming to reduce network
traffic in blockchain networks.

Kan et al. [5] have proposed a method to introduce a tree-based
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structure in blockchain networks. To obtain redundancy, each
node joins a node group that composes a delivery tree. This
method has the advantage of tree-based routing, but redundant
communication still occurs since each message is shared among
group members in a flooding manner inside the group.

Jin et al. [6] have proposed a method to use erasure coding in
block propagation. This method enables that each node does not
need to send the complete information of a block. It can reduce
the required bandwidth for block propagation, but it still needs to
exchange inventory (inv) and getdata messages.

3. Broadcast in Bitcoin Network

Figure 1 shows the sequence of broadcasting a block in Bit-
coin networks. A Bitcoin node first sends an “inv” message to
neighbor nodes when it receives a block. The node that receives
the message checks if there are any missing blocks. If there is a
missing block, it sends a “getdata” message to the sender node
of the inv message and asks it to send the missing block. This
mechanism eliminates duplicate delivery of a block. Although
duplicate delivery of a block can be avoided, there still be a prob-
lem of duplicate delivery of inv messages. Since an inv message
is propagated in a flooding manner, a node could receive it multi-
ple times via different neighbor nodes.

Fig. 1 Broadcasting a block in Bitcoin network.
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4. Proposed Method

As mentioned in Section 3, there is a problem that a message
that has already been received is delivered multiple times via dif-
ferent nodes. In this study, we solve the problem of the excessive
communication resource consumption by using the function of
reducing redundant message transmission in Plumtree based on
the Bitcoin network.

4.1 Plumtree
Plumtree is a broadcast method that combines Tree-based and

Gossip-based approaches to reduce redundancy while maintain-
ing high message reliability. In this method, each node forwards
messages basically in a Tree-based manner. It also uses a Gossip-
based approach to properly handle network failures.

A Gossip-based approach is that all nodes contribute equally
to message propagation. When a node broadcasts a message, it
randomly selects nodes to send the message. Each node that re-
ceives a message for the first time repeats this process. This prop-
erty allows the system to respond flexibly to network failures or
an increase or decrease in the number of nodes. Forwarding mes-
sages in a Gossip-based approach is classified into the following
mechanisms, as shown in Fig. 2.
• Eager push : When a message is received, it is immediately

sent to neighboring nodes.
• Lazy push : When a node receives a message, it sends the

message identifier to its neighbors. If the node that received
the identifier has not received the message, it makes a Pull
request.

Plumtree uses both Eager push and Lazy push mechanisms.
That is, it uses Eager push in Tree-based routing for reducing re-
dundancy, and Lazy push in Gossip-based routing for maintaining
reliability.

4.2 Applying Plumtree to Bitcoin Network
Initially, a block is broadcasted by using the standard proce-

dure of Bitcoin as shown in Fig. 1.
During the initial broadcast process, a spanning tree is con-

structed according to the Plumtree algorithm. In subsequent
broadcasts, the constructed tree is used. As shown in Fig. 3, the
processes of exchanging inv and getdata messages among nodes

Fig. 2 Gossip-based routing.

Fig. 3 Broadcasting a block in proposed method.

are omitted, and blocks are sent directly to the child nodes of the
tree. For handling node churn and network failures, the Gossip-
based repairing process of Plumtree is used.
4.2.1 Spanning Tree Construction

The proposed method applies Plumtree to the Bitcoin network.
Initially, blocks are broadcast using standard Bitcoin procedures,
as shown in Fig. 1. Based on the routing information used in
the broadcast, each node is assigned adjacency information in the
spanning tree. The information possessed by each node is shown
below.
• eagerPushPeers : Neighboring node set in spanning tree
• lazyPushPeers : Set of adjacent nodes other than eagerPush-

Peers in spanning tree
In the first broadcast, a spanning tree is constructed according

to the Plumtree algorithm. In subsequent broadcasts, the con-
structed tree is used. As shown in Fig. 3, the exchange of inv and
getdata messages between nodes is omitted, and blocks are sent
directly to the child nodes of the tree. For node switching and
network failures, Plumtree’s Gossip-based repair process is used.

The following Fig. 4 illustrates the operation of Plmutree. All
nodes that have information on eagerPushPeers send messages
by eager push. If a message is received for the first time, the
source node is added to the eagerPushPeers. If the message has
already been received, the source node is moved from eagerPush-
Peers to lazyPushPeers. It then sends a PRUNE message to the
source node. The node that receives the PRUNE message moves
the source node of the PRUNE message from eagerPushPeers to
lazyPushPeers. In this way, the PRUNE message is used to opti-
mize the route. When the first broadcast is completed, a spanning
tree is formed. In a stable network, a broadcast can only be made

Fig. 4 Spanning tree construction by Plumtree.
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by an eager push on the spanning tree. If a node C leaves and
can no longer send messages, it does not know whether it has re-
ceived new messages, so it queries the lazyPushPeers in that node
for new messages with lazy pushes. Thus, the Plumtree algorithm
is used to construct the spanning tree.
4.2.2 Tree Repair

In addition to eager push, each node performs lazy push. When
a failure occurs, Eager push cannot reach all nodes. Lazy push
is responsible for delivering messages to unreceived nodes and
repairing the tree in such cases. Lazy push periodically sends
IHAVE messages to each neighboring node in lazyPushPeers.
The IHAVE message contains a message ID, and the amount of
communication can be reduced by increasing the interval between
periodic transmissions. Depending on the interval of the periodic
transmission, multiple IHAVE messages are sent together in a sin-
gle communication. When a node receives an IHAVE message,
it waits for a certain period of time as a “missing” message if it
has not yet received the message by Eager push. If the message
is received by Eager push before the waiting time elapses, tree
repair is not performed. If the message is not received by Ea-
ger push before the waiting time elapses, the following process is
performed.

5. Evaluation

This section describes the experimental environment and the
result of the evaluation. The experimental parameters of Sim-
Block [7] used in this experiment are listed in Table 1. A com-
parison was made between the Bitcoin transfer method and the
method used when Plumtree was applied. To investigate the im-
pact on the network, we used the 50% block propagation time as
an evaluation metric. This variable has been used in research [8]
and is an appropriate metric to study the impact. No increase or
decrease of nodes was assumed, Compact Block Relay (CBR)
was not used, and block propagation was simulated up to 50
blocks. The default values of SimBlock were used for the rest
of the simulations. The number of trials was 10.

5.1 Number of Messages
We evaluated the number of messages when Plumtree is ap-

plied to a blockchain. Figure 5 shows a comparison of the num-
ber of messages between the proposed and conventional methods.
The vertical axis is the total number of messages received by all
nodes, and the horizontal axis is the number of blocks. The num-
ber of messages in the proposed method is the number of inv mes-
sages only at the time of the first broadcast. The second time, the
number of messages increases because if the message received by
eager push is one that has already been received, a PRUNE mes-
sage is sent to the source node to update the routing information.
For the third and subsequent messages, the spanning tree created
by Plumtree is used, so there is no need to send and receive inv
messages. As a result, the number of messages is smaller than
with the conventional method. In a stable network, the number
of messages can be reduced by reducing the frequency of IHAVE
messages.

Table 1 SimBlock parameters.

Parameter Value
NUM OF NODES 100

BLOCK SIZE 535 Kbyte
NUM OF RATE 100%

BLOCK OF RATE 10
CBR USAGE RATE 0

CHURN NODE RATE 0

Fig. 5 Number of messages.

Fig. 6 Number of hops.

5.2 Number of Hops
The number of hops per block was measured. Figure 6 shows

the number of hops for the proposed method and the conventional
method. The vertical axis indicates the number of nodes, and
the horizontal axis indicates the number of blocks. The conven-
tional method sends inv messages to its neighbors for each block
to share messages, so it can send messages to nodes as close as 1
or 2 hops. On the other hand, the proposed method constructs a
route for the node sending the first block, so if subsequent blocks
are sent by other nodes far from the root of the constructed span-
ning tree, they are forwarded using a path that is not the shortest,
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Fig. 7 50% block propagation time.

resulting in an increase in the number of hops.

5.3 Block Propagation Time
Because the number of hops increases with the Plumtree, we

checked whether the block propagation time is affected. Figure 7
shows the 50% block propagation time for the entire network. It
can be seen that the conventional method transmits blocks with
relatively stable block propagation time because it communicates
with its own neighbors. The proposed method constructs a route
according to the node that sends the first block, so the propaga-
tion time of the first block is similar to that of the conventional
method, but as the number of hops increases, the propagation time
of the block increases.

6. Conclusion

In this paper, we have proposed a method of applying Plumtree
algorithm to blockchain networks and evaluated it by simulation.
As a result, we found that the number of messages can be re-
duced compared to existing methods. Future work includes the
improvement of the construction of spanning trees in order to re-
duce the number of hops.
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